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DCC Reporting: DCC Performance Measurement Report 

November 2019 

1. Purpose 

This paper provides the Operations Group (OPSG) with a summary of the monthly DCC Performance 

Measurement Report (PMR). OPSG Members are asked to note the information provided and agree 

any issues they believe should be highlighted to the SEC Panel.  

The SEC sets out the operational Service Levels which the DCC is required to meet. The PMR 

provides details of the Service Levels achieved in respect of the Code Performance Measures set out 

in Sections H13.1 and L8.6 of the SEC and such Service Provider Performance Measures are 

specified in the Reported List of Service Provider Performance Measures document.  

Service Levels are reported monthly. This report is provided within 25 Working Days following the end 

of each calendar month. Therefore, the most recent PMR available is for November 2019. The report 

is provided to the Panel, SEC Parties, the Authority and (on request) the Secretary of State. A copy of 

the November 2019 report is attached to this paper as Appendix A for information. The Performance 

Measurement Report Tracker and Performance Measurement Report Issue Log have also been 

provided for information as Appendices B and C.  

2. Performance Measurement Report General Observations 

There are three Code Performance Measures (CPMs) below Target: CPM 1, CPM 3 and CPM 4. 

The report lists 10 Category 1 and 2 Incidents that were closed within the reported month. Two of 

these Incidents were excluded. Four of the Incidents impacted Install and Commission and six of the 

Incidents impacted the Communications Service Provider North (CSPN) region.  

INC000000510213 arose after a failed planned change required the DCC to execute a rollback. Two 

issues were subsequently identified that impacted SMETS1 migrations that required configuration 

changes to the VoltDB and Java services.   

INC000000510266 and INC000000510869 impacted the UIT-A test environment. We ask the OPSG 

Members if these Incidents are of interest to them, considering they do not have an impact on live 

operations.   

INC000000510715 degraded live service and Install and Commissions across all regions. The DCC 

have been asked whether a root cause has been established and an enduring fix applied.  
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INC000000511280 notes that it impacted Install and Commission, however the description states, 

‘confirmed there was no issue on the CSP North infrastructure impacting I&C’. The DCC have been 

asked to confirm there was no impact to Install and Commission, to confirm the root cause; and 

confirm what it was that was queued within CSP N, or whether a monitoring/reporting configuration 

error made it seem there was a queue when there was not.  

 

INC000000511840 also affected Install and Commission. The DCC has been asked to confirm the 

number of installs affected.  

 

INC000000514505 caused all on demand Service Request Variants to fail in CSP N for over three 

hours. The root cause was a Firewall firmware update; service was restored following rollback of the 

firmware. The DCC have been asked to justify why this was a Category 2 and not a Category 1 

Incident.   

2.1 Code Performance Measures (CPM) 

Please note, the DCC has issued a consultation for changes to the Performance Measurement 

Methodology (PMM). The consultation closes on 22 January 2020. 

Three Code Performance Measures are below Target. 

CPM1 - ‘response times for on-demand Service Requests’, is below Minimum Service Level at 

95.40%. It was impacted by the failure of Service Provider Performance Measure 2 ‘response times 

for delivery of firmware payloads.’ This was below Minimum Target Service Level in Communication 

Service Provider North (CSP N) at 59.55%. The measure has also deteriorated in both CSP Central & 

South (C&S) and is now below Target Service Level in both. The failure in CSP N is attributed to 

Alerts generated from a small number of meters on the estate which will require device replacements 

to fix. The report notes PM2 CSP C&S service level is different because, ‘the south region was Amber 

in the previous reporting period causing a high multiplier to be applied’. In last month’s report, PM2 for 

CSP S was not Amber, it was above Target Service Level. The DCC has been asked to clarify this 

statement. Furthermore, the failure is explained as, ‘A script wasn’t being run efficiently which means 

that the firmware upgrade requests were clashing with round trip time requests.’ The DCC has been 

asked to confirm whether this means on demand Service Requests. The report goes on to say that 

Users have a responsibility to raise incidents when the Over the Air (OTA) firmware upgrades fail. The 

DCC has been asked to confirm where this is outlined. CSP C&S have noted that Users are 

resubmitting OTA firmware requests before the five-day SLA has elapsed and the DCC has been 

asked to clarify the extent of this issue. 

In addition, SMETS1 measure PM1.1 “Percentage S1SP Countersigned Service Request Times 

within relevant Target Response Time” is improved but still below minimum service level at 96.95%. 

This is attributed to a reporting error. A fix is scheduled to be deployed in January 2020. The DCC has 

been asked whether this could be an exclusion as it is a reporting error.       

CPM3 - ‘Percentage of Alerts delivered within the applicable Target Response Time’ is below 

Target Service Level for the fifth month in a row at 98.33%. This is due to Performance Measure 3.2 

‘Percentage of Category 3 Alerts delivered to the DCC WAN Gateway Interface within the relevant 

Target Response Time’ which was below Minimum Service Level at 92.64%. The issue is due to a 

high volume of superfluous Alerts being generated, as with PM2 in the CSPN above.  

CPM4 ‘Percentage of Incidents which the DCC is responsible for resolving and which fall 

within Incident Category 1 or 2 that are resolved in accordance with the Incident Management 

Policy within the Target Resolution Time’. Was below Target Service Level at 87.50%. This was 

due to the failure to resolve INC000000510213 (referenced above) within Service Level Agreed time.  
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The majority of aged Incidents remain with Service Users and the total number has increased month 

on month. The top three Incidents are listed and the highest is ‘Incorrect Communications Hub Variant 

Installed’. SECAS is working with the DCC on a forward plan regarding Comms Hub Incidents.  

 

2.2 Service Provider Performance Measures Data Service Provider (DSP)  

PM 7, ‘Notification of Planned Maintenance events’, is a quarterly measure and marked as Amber at 

92.31%. However, this was the measure for Quarter 4 in October. Our understanding is that this 

metric should not be measured in November and should be marked as ‘No Event or ‘No Data’. The 

DCC have been asked to confirm.   

 

2.3 Communication Service Provider (CSP) Performance Measures (PM) 

CSP N 

PM 12.1 ‘Percentage of Power Outage Event Alerts delivered: 50 Communications Hubs or fewer’ 

was below Target Service Level at 98.94%. The report states, that this was a ‘User error’, however it 

appears to be associated with a Service provider not Users. The DCC has been asked to confirm an 

associated Incident number and Problem record for this issue.  

Although INC000000514505 noted that 100% of SRVs were down for 16 hours, this is not reflected in 

the CSP N PM metrics. This demonstrates the disconnect between operational performance and 

reporting.  

CSP C&S 

All Performance Measures for the CSP C&S are reported as above Target Service Level or no event. 

Exceptions  

CSP N 

The same PMs accrued exception in CSP N as last month plus ‘Data Error’ (1,924) and ‘Not Active’ 

(13). The DCC have been asked to provide explanations for the two new exceptions.   

The number of exceptions in CSP N has increased dramatically since the previous month, from 19,304 

in October to 37,130 in November.  

‘Communications Hubs where no incident has been raised for outage’, had fallen dramatically last 

month to 1,694. However, the exception makes up the majority this month at 27,502.  

The DCC is working with CSP N to ensure that they raise Incidents against all incorrect Communication 

Hub installs.  

CSP C 

The same PMs accrued exceptions in CSP C as last month plus, ‘Aborted Installation’ which has 

accrued 1 exception this month. 

The number of instances of ‘There were no, or incomplete address details provided by the Service User’ 

is the overwhelming majority of exceptions as with the previous months. The DCC has previously 

explained that a fix has been made to the DSP to make this data available to the CSP. However, the 

CSP has so far not utilised this facility to eliminate these exceptions. The OPSG Chair has previously 

noted that this Exception should not be valid due to this and the matter continues to be discussed.  
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359 exceptions were raised against ‘SKU1 Device installed when SKU2 Device is recommended’ this 

month, which is the exact same number as last month. The DCC has been asked to confirm whether 

this was a reporting error.  

 

PM 1.3 gives the cumulative picture of exceptions for the whole estate. OPSG members have noted 

that the cumulative number appears to be inconsistent. The DCC has been asked to explain the figure.  

CSP S 

The same PMs accrued exceptions in CSP C as last month plus, ‘Aborted installs’ which accrued an 

exception this month.  

The overall number of exceptions has increased this month from 6,072 in October to 7,501. The 

number of instances of ‘There were no, or incomplete address details provided by the Service User’ 

continues to be the majority of exceptions in CSP S, the Chair has questioned the validity of this 

Exception, as above.  

The cumulative picture for PM 1.3 also appears to be inconsistent in CSP S and the DCC has been 

asked to explain. 

S1SPs 

All Performance Measures for SIE are reported above Target Service Level, as was the case last 

month.  

 

All Performance Measures for Capgemini are reported above Target Service Level or no event. 

All Performance Measures for Vodafone are reported above Target Service Level or no event. This is 

the first time since SMETS1 metrics have been reported that all Vodafone metrics have been Green.  

3. Service Credits  

Service credits have been applied against four PMs in the CSP N: PM 2, PM 3.2, PM 6.3 and PM 

12.1. Regarding PM2 ‘Percentage of Category 1 Firmware Payloads completed within the relevant 

Target Response Time’ and PM3.2 ‘Category 3 Alerts delivered to the DCC WAN Gateway Interface’, 

the report again notes that discussion is ongoing between CSP N and the DCC about installations of 

meters outside agreed derogation areas. The DCC therefore proposed that the recording of service 

failure is suspended, and no service credits were recorded against this measure. This month the 

report says, ‘Until Phase 2 of ARQCR1028 is implemented, CSP N are unable to automate the 

exclusion of these non-compliant meters from Performance Measure results’ but does not note when 

this will happen and the DCC has been asked to confirm.  

CSP S&C both had exceptions against them for PM2 ‘Percentage of Category 1 Firmware Payloads 

completed within the relevant Target Response Time’ and PM9 ‘Delivery of change requests’ having 

accrued none in October.  

The DSP accrued no Service; however, for PM10 which historically accrued credits, the report says, 

‘Whilst discussions on an appropriate measurement method for PM10 continue, it has been greyed 

out and will not count as either a pass or a fail. This will be revisited once the PM10 performance 

measure is agreed.’  

OPSG members have requested that the number of CHs installed per region is included in the DCC’s 

Operational Update as these have implications on service credit exemptions in CSP N and CSP C&S.  
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4. Recommendation 

The OPSG is requested to: 

• DISCUSS the contents of this paper and Appendix A;  

• AGREE whether the report reflects the service experienced for the period of the report; and 

• AGREE any identified issues to be escalated to the Panel. 

 

Huw Exley 

SECAS Team 

20 January 2020 

 

Attachments: 

• Appendix A: Performance Measurement Report November 2019 (GREEN) 

• Appendix B: Performance Measurement Report Tracker November 2019 (GREEN) 

• Appendix C: Performance Measurement Report Issue Log (AMBER) 

 

 


